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ABSTRACT

Background A considerable proportion of work absence is attributed to back pain, however prospective studies in working populations with back pain are variable in setting and design, and a quantitative summary of current evidence is lacking.

Objective To investigate the extent to which differences in setting, country, sampling procedures and methods for data collection are responsible for variation in estimates of work absence and return to work.

Methods Systematic searches of seven bibliographic databases. Inclusion criteria were: adults in paid employment, with back pain, work absence or return to work during follow-up had been reported. Random effects meta-analysis and meta-regression analysis was carried out to provide summary estimates of work absence and return to work rates.

Results 45 studies were identified for inclusion in the review; 34 were included in the meta-analysis. The pooled estimate for the occurrence of work absence in workers with back pain was 15.5% (95% CI 9.8% to 23.6%, n=17 studies, I² 98.1%) in studies with follow-up periods of ≤6 months. The pooled estimate for the proportion of people with back pain returning to work was 68.2% (95% CI 54.8% to 79.1%, n=13, I² 99.2%), 85.6% (95% CI 78.2% to 90.7%, n=13, I² 98.7%) and 93.3% (95% CI 84.0% to 94.7%, n=10, I² 99%), at 1 month, 1–6 months and ≥6 months, respectively. Differences in setting, risk of participation bias and method of assessing work absence explained some of the heterogeneity.

Conclusions Pooled estimates suggest high return to work rates, with wide variation in estimates of return to work only partly explained by a priori defined study-level variables. The estimated 32% not back at work at 1 month are at a crucial point for intervention to prevent long term work absence.

INTRODUCTION

Low back pain is a major problem throughout the world; it is common, and often recurrent. A recent systematic review of 165 studies on the epidemiology of back pain estimated the global 1-month period prevalence to be 23.2% (±2.9%).1 The 1-year incidence of a first ever episode of back pain has been reported to range from 6.3% to 15.4%.2 The incidence of back pain is highest in people in their 40s, while the prevalence of back pain increases with age before declining in older age groups.3 Of those people who experience activity limiting back pain, most will go on to have recurrent episodes.2

The burden of back pain, in terms of the prevalence and incidence of the condition, has been well described, but the burden of back pain from an occupational perspective is less clear. It has been estimated that 12.5% of all work absence in the UK is attributable to back pain.4 Although many studies in people with back pain report measures of work absence and return to work, the figures above demonstrate wide variation in these estimates depending on country, setting, characteristics of the study population (eg, duration

What this paper adds

▸ Back pain leads to a considerable proportion of work absence, however prospective studies in working populations with back pain are variable in setting and design and summary of current evidence is lacking.

▸ The pooled estimate for the occurrence of work absence in workers with back pain was 15.5% in studies with follow-up period of up to 6 months.

▸ The pooled estimate for the proportion of people with back pain returning to work was 68.2% at 1 month, 85.6% at 1–6 months and 93.3% at ≥6 months.

▸ Differences in setting, risk of participation bias and method of assessing work absence explained some of the heterogeneity.

▸ Pooled estimates suggest a high return to work, however the estimated 32% not back at work at 1 month are at a crucial point for intervention to prevent long term work absence.

of back pain), definition of work absence and return to work. Hestbaek et al. concluded that the literature on return to work, in particular, was confusing and estimates of return to work inconclusive due to the lack of consistency in the definitions used.

The aim of this systematic review and meta-analysis was to investigate the extent to which differences in setting, country, sampling procedures and methods for data collection may be responsible for variation in estimates of work absence and return to work, in people with back pain, and provide more accurate estimates for specific settings and populations.

METHODS
Selection of studies for review
Inclusion criteria
Cohort studies were included in the review if participants, at baseline, were in paid employment and had non-specific or mechanical back pain; the back pain did not have to be work related. Studies also had to report: (1) a subjective or objective outcome measure of work absence or sick leave over the follow-up period, and/or (2) data on return to work rates in workers with back pain absent from work at baseline. Cohort studies using prospectively collected data as well as studies based on retrospective analysis of existing data from insurance or employment databases were included.

Exclusion criteria
Studies that reported on patients with more generalised painful conditions (such as rheumatoid arthritis and fibromyalgia), but did not report separate results for people with back pain were excluded from this review. Studies on the prevalence of back pain related absence in a population of workers (where the absence was not necessarily due to back pain) and studies including patients on long term sick leave (more than 2 weeks’ duration) at the start of the study were excluded. Studies published in languages other than English were also excluded.

Search strategy
A systematic, comprehensive search of published and unpublished healthcare and occupational health literature was carried out. The following electronic databases were searched in May and June 2011: Medline, EMBASE, CINAHL, AMED, PsycInfo, Health Management Information Consortium Database (including King’s Fund and Department of Health databases) and Web of Science. A full search strategy is available on request.

Two of three reviewers (JC, JJ, DvdW) independently assessed the titles and abstracts of potentially relevant papers identified from the search strategy against the inclusion criteria. All remaining papers were obtained and reviewed in full (by two of the three reviewers) before a final decision was made on inclusion or exclusion from the review. If consensus between the two reviewers could not be reached for a particular study, the third reviewer was consulted.

Data extraction
Data were extracted by two reviewers independently using a standardised data extraction sheet. The following data were extracted from each of the studies:

- **Design:** analysis of prospectively collected data, or retrospective analysis of existing data on work absence (usually insurance databases).
- **Characteristics of the study setting and population:** year data collection started, country, setting (database, primary care, secondary care, workplace, general population), sampling/recruitment process, number of participants or claims sampled, baseline characteristics of participants, the types of workplace, and the duration of back pain.

- **Outcome measurement:** method of data collection on work absence using self-report or based on available health insurance or employer records.

- **Results:** proportion of workers absent from work due to low back pain over the period of follow-up, duration of work absence, or proportion returning to work within a specific time period.

Outcome measures
The main outcome measures of interest were occurrence of work absence, measured by the proportion of workers with back pain absent from work over a follow-up period of at least 6 months, and return to work, measured as the proportion of workers on sick leave at baseline who return to work within 1 month (short term), 1–6 months (medium term) or more than 6 months (long term). The mean or median duration of work absence was also recorded if this was reported by study authors.

Potential sources of variation
We assessed the following study-level variables as potential sources of variation in estimates of work absence or return to work across studies:

1. Setting/study population: samples identified from insurance databases, general populations, healthcare settings or workplaces.
2. Geographical region: Europe, North America, other.
4. Method used to collect information on the outcome measure (work absence or return to work): using either data from self-report questionnaires or data retrieved from insurance or employer databases.
5. Potential bias related to study participation, assessed using the study participation domain of the quality assessment framework suggested by Hayden et al. The items in this domain related to clear description of the source population, sampling and recruitment methods, inclusion criteria, baseline characteristics of the study population and an adequate (≥70%) participation rate of eligible subjects. The information generated by these signalling items was used to assess the risk of participation bias, which for each study was assessed as low, moderate or high by two independent reviewers, with a third reviewer being consulted to resolve any disagreements. Studies were assessed as low risk of bias if sampling procedures were clearly described and were unlikely to introduce bias (eg, random sampling or consecutive patients); high participation rates were achieved (we used ≥70%); there was no evidence of selective non-response; and the baseline characteristics of the sample were clearly described, indicating the sample reflected the intended target population. Studies were considered to be at moderate risk of bias if they met some but not all criteria of if insufficient information made it difficult to judge the risk of bias. Studies were assessed at high risk of bias if sampling methods were likely to introduce bias (eg, inappropriate exclusions); participation rates were low (<70%), and/or there was selective non-response; and the sample was poorly described.
Data synthesis
Details are provided on setting, study population, definitions used, and estimates of the occurrence of work absence and return to work rate for the studies included in the review. Pooled estimates for return to work were calculated for return to work within 1 month, 1–6 months and longer than 6 months using a random effects model. As meta-analysis requires a normal distribution of data, logit transformations were applied to proportions presented for return to work, and the analysis was weighted by inverse variance of the logit transformed proportions. The final pooled logit results and 95% CIs were back-transformed to proportions for ease of interpretation. We used Cochran’s Q test for heterogeneity with a 10% level of significance to detect inconsistency in study results, and the Higgins $I^2$ statistic to denote the percentage of variation in study results that exceeded random error. The Higgins $I^2$ was calculated using basic results from the meta-analysis as $I^2=100\% \times (Q−df)/Q$, where $Q$ is the Cochran heterogeneity statistic and $df$ is the degrees of freedom. Negative values of $I^2$ were adjusted to zero (no heterogeneity), to give an $I^2$ between 0 and 100%, where larger values show increasing heterogeneity. We used the following simplified categorisation to classify the level of heterogeneity based on $I^2$: low ($I^2$ value of 25% and above), moderate ($I^2$ value of 50% and above) and high ($I^2$ value of 75% and above).

Meta-regression analysis was used to study the influence of a priori defined potential sources of variation, investigating one co-variable at a time: study setting, country, study period, method used to collect data on work absence, and risk of study participation bias. Pooled estimates (with 95% CI) were presented for subgroups based on these study-level variables, along with the proportion of variance explained by each study-level variable. The R-statistical package (‘meta’) was used to carry out the meta-analyses and meta-regression analyses.

Data regarding the duration of work absence were not suitable for meta-analysis, and so the results were described in terms of the median or mean number of days off work over a specific time period, or as the mean or median duration of an episode of work absence.

RESULTS
Study characteristics
The search identified 8834 records, which resulted in 45 studies included in the review. Figure 1 shows the results of the search process and the selection of papers. Of these 45 studies, 55.5% (n=25) were assessed as low risk of participation bias, 37.7% (n=17) as moderate risk of bias and 6.8% (n=3) as high risk of bias. The data were such that a descriptive summary is given of results from 18 studies reporting on the duration of work absence, while we were able to include 34 studies in the meta-analysis of the occurrence of work absence or return to work rates.

A summary of the general characteristics of the included studies is presented in online supplementary table S1, and a

Figure 1 Flow diagram showing the results of the search and selection of papers.

more detailed description of design and results of each study is provided in online supplementary table S2. There were a total of 188,281 participants in the 45 included studies, ranging from 50 to 148,917 individuals or episodes of work absence.

Only four studies provided information on duration of work absence at the time of the study inception. Steenstra et al. at first interview participants had a mean of 18.8 (SD 6.43) days missed due to injury. Hadler et al. in the 30 days prior to the baseline interview, insured patients had 3.2 days of absence compared to 2.6 days of absence in uninsured patients. Linton et al. of the sample, 62% reported no days absence over the previous 12 months, 18% reported 1–30 days absence over the past 12 months and 20% reported ≥30 days absence over the past 12 months. Note that 12 months covers the period of follow-up (6 months) plus the period before entry into the study (6 months). Nordin et al. duration of absence was <28 days in 60% of participants employed in a utility company and 45% in participants employed in a transportation authority.

Healthcare settings were used to identify back pain populations in 18 studies, 10 studies were carried out in the workplace, 14 identified episodes of back pain from insurance or employer databases, and three used general population samples to identify workers with back pain.

The healthcare settings varied, from primary care settings to emergency departments, outpatient clinics and hospital settings. The workplaces included a shipbuilding company, two industrial plants, retail stores and a utility company (see online supplementary table S1).

Most of the studies were carried out in European countries (46.6%, n=21). A further 42.2% (n=19) of studies were carried out in North America, and five studies were conducted in other countries: Israel, Australia, Japan and Argentina. Approximately half of the studies collected data on work absence by self-report from the patients (48.8%, n=22), with the remaining 23 studies collecting data from insurance or work absence databases (see online supplementary table S1).

Duration of work absence

The durations of work absence, presented as either median or mean number of days, are summarised in online supplementary table S3. The median duration of work absence (nine studies) ranged from 14 to 24 days in studies conducted in back pain populations identified from healthcare settings, from 7 to 61 days in database studies, and from 5 to 28 days in workplace samples with back pain. One population-based cohort study reported a median duration of work absence of 12 days for men and 7 days for women with back pain. The mean duration of work absence was reported in 18 studies which showed wide variation in setting, sampling frame and length of follow-up (see online supplementary table S3). Of these 18 studies, 38.9% (n=7) were assessed as low risk of participation bias, 44.4% (n=8) as moderate risk of bias and 16.7% (n=3) as high risk of bias. Mean sick leave ranged from 2.6 to 84 days in studies conducted in a healthcare setting, from 1.2 to 41.1 days in data taken from database studies, and from 5.0 to 21.2 days in studies conducted in workplace populations with back pain.

Occurrence of work absence

Figure 2 presents estimates from individual studies of the proportion of workers with back pain with an episode of work absence during follow-up. Of these 14 studies 42.9% (n=6) were judged to have low risk of bias, 57.1% (n=8) moderate risk of bias and none as high risk of bias. The pooled occurrence was 15.5% (95% CI 9.8% to 23.6%, n=14 studies contributing 17 sets of data) in studies with follow-up periods of 6 months or longer. The I² statistic was 98.1%, indicating large heterogeneity in study findings.

The results of the meta-regression analysis including pooled estimates for subgroups of studies are shown in table 1. There were no statistically significant associations between the characteristics of the studies and work absence in back pain populations. However, the meta-regression analysis demonstrated that some of the variance in estimates of work absence could be explained but study setting or use of a database. Study setting explained the most variance at 21.5%, with studies conducted in either a healthcare setting or using samples from insurance databases reporting the lowest estimate of work absence (pooled estimates 7.9% and 11.8%, respectively), compared to studies carried out in the workplace and using population-based samples (pooled estimates 35.0% and 20.8%, respectively).

There was a difference in the proportion of absence in back pain populations dependent on how assessment was carried out, with studies using electronic records resulting in a higher pooled rate of absence compared to studies using self-report (pooled estimate 25.2%, 95% CI 11.1% to 47.7% vs 12.4%, 95% CI 6.8% to 21.5%). This difference however was not significant, and this factor explained only 4.5% of the variance.

Lastly, study participation bias accounted for 1.1% of the variance, with a lower proportion of work absence (pooled...
The I² statistic was 97.4% (95% CI 78.2% to 90.7%, n=13) and 93.3% (95% CI 84.0% to 96.1%) for 1 month and 6 months or longer, respectively. The pooled estimate of the proportion of people returning to work was 68.2% (95% CI 54.8% to 80.6%) at 1 month, 10.7% (95% CI 4.1% to 25.3%) and 19.5% (95% CI 11.2% to 31.8%) at 6 months and 6 months or longer, respectively. There was no significant association with estimates of return to work at the 1–6 month and 6 month or longer periods. Study period also showed a weak non-significant association with estimates of return to work at 6 months or longer.

The method of assessment of return to work accounted for 57.4% of the variance at 6 months or longer (p=0.008). Studies using self-reported data had a pooled estimate of 79.0% (95% CI 62.7% to 89.3%) of back pain absentees returning to work at 6 months or longer compared to studies using electronic records where the pooled estimate was 98.1% (95% CI 96.1% to 99.0%). Estimates of return to work within 1 month and 1–6 months were significantly associated with the risk of study participation bias, with a higher pooled estimate of participants returning to work being reported for studies with a moderate risk of bias when compared with those with a low risk of bias (p=0.039 and 0.014, respectively). The risk of study participation bias explained 27.3% and 39.5% of the variance at up to 1 month and 1–6 months, respectively. There was no significant effect of this source of bias at the 6 months or longer follow-up period. At up to 1 month, studies with a low risk of bias had a pooled estimate of return to work of 58.6% (95% CI 45.7% to 70.3%) compared to 89.5% (95% CI 57.2 to 98.2%) in studies with a moderate risk of bias. Analysis of the data for the 1–6 month period also demonstrated that studies with a low risk of bias had a lower estimated return to work compared to those with a moderate risk of bias: 79.8% (95% CI 71.4% to 86.2%) and 98.2% (95% CI 92.7% to 99.6%), respectively.

**DISCUSSION**

**Summary of main findings**

The results of the systematic review and meta-analysis indicate that almost one fifth of workers with back pain take some absence over a period of 6 months or longer. Estimates showed...
wide variability across studies that could not be explained by geographical region, setting, study period, methods of data collection on work absence or risk of participation bias. The majority of individuals who have a period of absence as a result of back pain will return to work; pooled estimates were 68% at up to 1 month, 85% at 1–6 months and 93% at 6 months follow-up. Variability in estimates was partly explained by study participation bias, methods of data collection and study setting, with higher return to work rates reported in studies using samples from insurance databases, electronic recorded assessment of work absence and those studies judged to have a moderate risk of participation bias, compared to studies with a low risk of participation bias.

Sources of heterogeneity

There was a large amount of between-study variability in estimates of the occurrence of work absence and return to work, with $I^2$ being >90% for all analyses. Heterogeneity was investigated using meta-regression analysis to examine whether the variability could be explained by several a priori defined study-level characteristics, but this provided only limited explanation. Some of the unexplained observed heterogeneity may be the result of differences in study-level factors that were not considered in this meta-analysis, such as the specific definitions used for absence and return to work. However, it is likely that individual-level differences explain most of the variation, such as differences in the back pain duration of study participants, the level of pain and disability reported by study participants, or work conditions. Individual level factors might have provided more insight into the reasons for the observed variability in estimates of work absence and return to work in workers with back pain, but could not be addressed in this analysis. Furthermore, this review and meta-regression was only able to examine the effect of potential sources of variance individually; ideally the analysis would also have looked at potential cumulative variance but this was not possible due to the limited number of studies eligible for inclusion in each analysis.

There were some interesting findings when investigating potential sources of variation that warrant further consideration, in particular for estimates of return to work. First, estimates of return to work rates based on studies with long-term follow-up were lower in studies conducted in the healthcare setting compared to studies conducted in other settings. This is likely to reflect differing characteristics of the study population, with participants recruited from a healthcare setting having more severe back pain and related symptoms, either making them less likely to return to work, or waiting for treatment to finish before returning to work.

Of studies included in the return to work analysis, only three had a moderate risk of participation bias and only one had a high risk of bias. Nevertheless, study participation bias showed a significant association with the estimates of return to work in

<table>
<thead>
<tr>
<th>Follow-up period = up to 1 month</th>
<th>Return to work</th>
<th>Total</th>
<th>Return to work (%)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Telles et al. (1989)</td>
<td>324</td>
<td>493</td>
<td>65.7 [61.3; 69.9]</td>
<td></td>
</tr>
<tr>
<td>Coste et al. (1994)</td>
<td>58</td>
<td>75</td>
<td>77.3 [66.2; 86.2]</td>
<td></td>
</tr>
<tr>
<td>Hadler et al. (1995)</td>
<td>1340</td>
<td>1366</td>
<td>98.1 [97.2; 98.8]</td>
<td></td>
</tr>
<tr>
<td>Nordin et al. (1997)</td>
<td>314</td>
<td>557</td>
<td>56.4 [52.1; 60.5]</td>
<td></td>
</tr>
<tr>
<td>Linton et al. (1998)</td>
<td>25</td>
<td>52</td>
<td>48.1 [34.0; 62.4]</td>
<td></td>
</tr>
<tr>
<td>Krause et al. (1999)</td>
<td>507</td>
<td>850</td>
<td>59.6 [56.3; 63.0]</td>
<td></td>
</tr>
<tr>
<td>Nordin et al. (utility company) (2002)</td>
<td>998</td>
<td>1652</td>
<td>60.4 [58.0; 62.8]</td>
<td></td>
</tr>
<tr>
<td>Nordin et al. (transport) (2002)</td>
<td>325</td>
<td>730</td>
<td>44.5 [40.9; 48.2]</td>
<td></td>
</tr>
<tr>
<td>Steenstra et al. (2005)</td>
<td>547</td>
<td>615</td>
<td>88.9 [86.2; 91.8]</td>
<td></td>
</tr>
<tr>
<td>Kapoor et al. (2006)</td>
<td>156</td>
<td>275</td>
<td>56.7 [50.6; 62.7]</td>
<td></td>
</tr>
<tr>
<td>Dionne et al. (2007)</td>
<td>164</td>
<td>923</td>
<td>17.8 [15.4; 20.4]</td>
<td></td>
</tr>
<tr>
<td>Cote et al. (2008)</td>
<td>1194</td>
<td>1321</td>
<td>90.4 [88.7; 91.9]</td>
<td></td>
</tr>
<tr>
<td>Steenstra et al. (2010)</td>
<td>258</td>
<td>442</td>
<td>58.4 [53.6; 63.0]</td>
<td></td>
</tr>
</tbody>
</table>

Random effects model

Heterogeneity: $I^2$=93.1%, $t$-squared=4.67, $p=0.0001

<table>
<thead>
<tr>
<th>Follow-up period = 1 to 6 months</th>
<th>Return to work</th>
<th>Total</th>
<th>Return to work (%)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Telles et al. (1989)</td>
<td>474</td>
<td>493</td>
<td>96.1 [94.0; 97.7]</td>
<td></td>
</tr>
<tr>
<td>Coste et al. (1994)</td>
<td>71</td>
<td>75</td>
<td>94.7 [92.4; 96.5]</td>
<td></td>
</tr>
<tr>
<td>Hadler et al. (1995)</td>
<td>1354</td>
<td>1366</td>
<td>99.1 [98.5; 99.5]</td>
<td></td>
</tr>
<tr>
<td>Infante-Rivard et al. (1996)</td>
<td>153</td>
<td>305</td>
<td>50.2 [44.4; 55.9]</td>
<td></td>
</tr>
<tr>
<td>Oleinick et al. (1998)</td>
<td>6445</td>
<td>8628</td>
<td>74.7 [73.8; 75.6]</td>
<td></td>
</tr>
<tr>
<td>Reis et al. (1999)</td>
<td>94</td>
<td>110</td>
<td>85.5 [77.5; 91.5]</td>
<td></td>
</tr>
<tr>
<td>Steenstra et al. (2005)</td>
<td>584</td>
<td>615</td>
<td>95.0 [92.9; 96.5]</td>
<td></td>
</tr>
<tr>
<td>Kapoor et al. (2006)</td>
<td>202</td>
<td>274</td>
<td>73.7 [68.1; 78.8]</td>
<td></td>
</tr>
<tr>
<td>Dionne et al. (2007)</td>
<td>467</td>
<td>907</td>
<td>51.5 [48.3; 54.8]</td>
<td></td>
</tr>
<tr>
<td>Cote et al. (2008)</td>
<td>780</td>
<td>810</td>
<td>96.3 [94.8; 97.5]</td>
<td></td>
</tr>
<tr>
<td>Shaw et al. (2009)</td>
<td>417</td>
<td>519</td>
<td>80.3 [76.7; 83.7]</td>
<td></td>
</tr>
<tr>
<td>Ellat-Tsami et al. (2010)</td>
<td>126</td>
<td>160</td>
<td>78.8 [71.6; 84.8]</td>
<td></td>
</tr>
<tr>
<td>Steenstra et al. (2010)</td>
<td>233</td>
<td>442</td>
<td>52.7 [47.9; 57.5]</td>
<td></td>
</tr>
</tbody>
</table>

Random effects model

Heterogeneity: $I^2$=95.7%, $t$-squared=0.81, $p=0.0001

<table>
<thead>
<tr>
<th>Follow-up period = 6 months or longer</th>
<th>Return to work</th>
<th>Total</th>
<th>Return to work (%)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Troup et al. (1981)</td>
<td>280</td>
<td>503</td>
<td>55.7 [51.2; 60.1]</td>
<td></td>
</tr>
<tr>
<td>Telles et al. (1989)</td>
<td>487</td>
<td>493</td>
<td>98.6 [97.4; 99.6]</td>
<td></td>
</tr>
<tr>
<td>Infante-Rivard et al. (1996)</td>
<td>271</td>
<td>305</td>
<td>88.9 [84.8; 92.2]</td>
<td></td>
</tr>
<tr>
<td>Krause et al. (1999)</td>
<td>816</td>
<td>850</td>
<td>96.0 [94.5; 97.2]</td>
<td></td>
</tr>
<tr>
<td>Nordin et al. (transport) (2002)</td>
<td>700</td>
<td>730</td>
<td>95.9 [94.2; 97.2]</td>
<td></td>
</tr>
<tr>
<td>Nordin et al. (utility company) (2002)</td>
<td>1037</td>
<td>1652</td>
<td>99.9 [99.5; 99.9]</td>
<td></td>
</tr>
<tr>
<td>Hebert et al. (2003)</td>
<td>223</td>
<td>225</td>
<td>99.1 [98.8; 99.9]</td>
<td></td>
</tr>
<tr>
<td>Reiso et al. (2003)</td>
<td>130</td>
<td>190</td>
<td>68.4 [61.3; 75.0]</td>
<td></td>
</tr>
<tr>
<td>Dionne et al. (2007)</td>
<td>500</td>
<td>913</td>
<td>54.8 [47.3; 61.8]</td>
<td></td>
</tr>
<tr>
<td>Cote et al. (2008)</td>
<td>449</td>
<td>462</td>
<td>97.2 [95.2; 98.5]</td>
<td></td>
</tr>
</tbody>
</table>

Random effects model

Heterogeneity: $I^2$=98.5%, $t$-squared=2.41, $p=0.0001

Figure 3  Summary of results regarding return to work following back pain related work absence (%).
the shorter term (up to 6 months), such that a low risk of participation bias was consistently associated with a lower estimate of return to work. The reasons for this are not entirely clear. However, those studies with a moderate or high risk of bias are those in which the study population is less likely to adequately reflect the source population, as a result of poor sampling and recruitment procedures, or poor participation rates. Those individuals who are less likely to return to work may also be less likely to be included in the baseline samples of studies with moderate or high risk of participation bias. It is important therefore to assess the risk of participation bias in systematic reviews of observational studies and their potential association with reliability (particularly of self-reported status), and that the validity of measures should be examined as common measures of return to work lack information on sensitivity and specificity. Additionally, Anema et al suggest five measures that should be included when recording absence in an attempt to introduce some consistency across studies: frequency of absence, length of absence, incidence rate, cumulative incidence, and duration of absence. Of the studies that were included in the current review, the majority of these measures were missing.

Variability in definitions was also found in measures of return to work and it is important to note that return to work does not equate to ‘full recovery’ or working at full capacity. Research into the measurement of return to work suggests that there are difficulties associated with reliability (particularly of self-reported status), and that the validity of measures should be examined as common measures of return to work lack information on sensitivity and specificity. Additionally, Anema et al suggest five measures that should be included when recording absence in an attempt to introduce some consistency across studies: frequency of absence, length of absence, incidence rate, cumulative incidence, and duration of absence. Of the studies that were included in the current review, the majority of these measures were missing.

In conclusion, this review has identified the important influence of research methodology when conducting studies with an occupational outcome. The observed heterogeneity demonstrates a need for more consistency in the definitions and measurement of both absence and return to work in order to

### Table 2 Results of meta-regression analysis of return to work rates (%) following back pain related work absence

<table>
<thead>
<tr>
<th>Setting</th>
<th>Pooled estimate (95% CI)</th>
<th>Meta-regression</th>
<th>Explained variance (%)</th>
<th>P Value</th>
<th>Setting</th>
<th>Pooled estimate (95% CI)</th>
<th>Meta-regression</th>
<th>Explained variance (%)</th>
<th>P Value</th>
<th>Setting</th>
<th>Pooled estimate (95% CI)</th>
<th>Meta-regression</th>
<th>Explained variance (%)</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>All studies</td>
<td>13 68.2 (54.8 to 79.1)</td>
<td>Meta-regression</td>
<td>Explained variance (%)</td>
<td></td>
<td>13 85.6 (78.2 to 90.7)</td>
<td>Meta-regression</td>
<td>0.403</td>
<td>0.4</td>
<td></td>
<td>10 93.3 (84.0 to 97.4)</td>
<td>Meta-regression</td>
<td>0.003</td>
<td>78.8</td>
<td></td>
</tr>
<tr>
<td>Setting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Setting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Setting</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insurance database</td>
<td>4 60.3 (56.6 to 63.9)</td>
<td>Meta-regression</td>
<td>Explained variance (%)</td>
<td></td>
<td>4 79.0 (64.3 to 88.7)</td>
<td>Meta-regression</td>
<td>2.977</td>
<td>0.0</td>
<td></td>
<td>2 97.9 (92.7 to 99.3)</td>
<td>Meta-regression</td>
<td>0.003</td>
<td>78.8</td>
<td></td>
</tr>
<tr>
<td>Population</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Healthcare</td>
<td>5 68.1 (28.9 to 91.8)</td>
<td>Meta-regression</td>
<td>Explained variance (%)</td>
<td></td>
<td>7 84.4 (69.2 to 92.9)</td>
<td>Meta-regression</td>
<td>4.689</td>
<td>0.0</td>
<td></td>
<td>4 85.4 (54.2 to 80.6)</td>
<td>Meta-regression</td>
<td>0.003</td>
<td>78.8</td>
<td></td>
</tr>
<tr>
<td>Workplace</td>
<td>4 75.6 (51.4 to 90.0)</td>
<td>Meta-regression</td>
<td>Explained variance (%)</td>
<td></td>
<td>2 95.7 (94.2 to 96.8)</td>
<td>Meta-regression</td>
<td>4.981</td>
<td>0.0</td>
<td></td>
<td>4 95.7 (97.9 to 99.2)</td>
<td>Meta-regression</td>
<td>0.003</td>
<td>78.8</td>
<td></td>
</tr>
<tr>
<td>Geographical area</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>North America</td>
<td>9 66.1 (49.5 to 79.6)</td>
<td>Meta-regression</td>
<td>Explained variance (%)</td>
<td></td>
<td>9 80.4 (69.5 to 88.1)</td>
<td>Meta-regression</td>
<td>7.955</td>
<td>0.0</td>
<td></td>
<td>7 82.5 (98.9)</td>
<td>Meta-regression</td>
<td>0.032</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>Europe</td>
<td>4 72.8 (51.6 to 87.0)</td>
<td>Meta-regression</td>
<td>Explained variance (%)</td>
<td></td>
<td>3 95.4 (94.0 to 96.5)</td>
<td>Meta-regression</td>
<td>8.473</td>
<td>0.0</td>
<td></td>
<td>3 93.6 (95.6)</td>
<td>Meta-regression</td>
<td>0.032</td>
<td>1.4</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>2 81.8 (74.2 to 87.5)</td>
<td>Meta-regression</td>
<td>–</td>
<td>–</td>
<td></td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study period*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1977–1990</td>
<td>1 65.7 (61.4 to 69.8)</td>
<td>Meta-regression</td>
<td>Explained variance (%)</td>
<td></td>
<td>2 89.4 (51.1 to 98.6)</td>
<td>Meta-regression</td>
<td>9.873</td>
<td>0.0</td>
<td></td>
<td>1 98.7 (93.9 to 99.5)</td>
<td>Meta-regression</td>
<td>0.370</td>
<td>7.1</td>
<td></td>
</tr>
<tr>
<td>1991–2000</td>
<td>8 75.1 (51.8 to 89.4)</td>
<td>Meta-regression</td>
<td>Explained variance (%)</td>
<td></td>
<td>9 87.9 (74.8 to 94.7)</td>
<td>Meta-regression</td>
<td>9.121</td>
<td>0.0</td>
<td></td>
<td>6 97.4 (97.3)</td>
<td>Meta-regression</td>
<td>0.370</td>
<td>7.1</td>
<td></td>
</tr>
<tr>
<td>2001–2007</td>
<td>2 52.6 (37.1 to 67.9)</td>
<td>Meta-regression</td>
<td>Explained variance (%)</td>
<td></td>
<td>–</td>
<td>Meta-regression</td>
<td>9.801</td>
<td>0.0</td>
<td></td>
<td>2 91.7 (99.6)</td>
<td>Meta-regression</td>
<td>0.370</td>
<td>7.1</td>
<td></td>
</tr>
<tr>
<td>Assessment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electronic record</td>
<td>6 57.3 (51.6 to 62.9)</td>
<td>Meta-regression</td>
<td>Explained variance (%)</td>
<td></td>
<td>4 83.7 (74.6 to 89.9)</td>
<td>Meta-regression</td>
<td>9.811</td>
<td>0.0</td>
<td></td>
<td>5 96.1 (99.0)</td>
<td>Meta-regression</td>
<td>0.008</td>
<td>57.4</td>
<td></td>
</tr>
<tr>
<td>Self-reported</td>
<td>7 76.4 (43.8 to 93.1)</td>
<td>Meta-regression</td>
<td>Explained variance (%)</td>
<td></td>
<td>9 86.6 (72.3 to 94.1)</td>
<td>Meta-regression</td>
<td>7.901</td>
<td>0.0</td>
<td></td>
<td>5 96.7 (89.3)</td>
<td>Meta-regression</td>
<td>0.008</td>
<td>57.4</td>
<td></td>
</tr>
<tr>
<td>Participation bias</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low risk of bias</td>
<td>10 58.6 (45.9 to 70.3)</td>
<td>Meta-regression</td>
<td>Explained variance (%)</td>
<td></td>
<td>11 79.8 (71.4 to 86.2)</td>
<td>Meta-regression</td>
<td>9.456</td>
<td>0.0</td>
<td></td>
<td>8 98.3 (98.4)</td>
<td>Meta-regression</td>
<td>0.363</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>Moderate risk of bias</td>
<td>3 89.5 (57.2 to 98.2)</td>
<td>Meta-regression</td>
<td>Explained variance (%)</td>
<td></td>
<td>2 98.2 (92.7 to 99.6)</td>
<td>Meta-regression</td>
<td>9.720</td>
<td>0.0</td>
<td></td>
<td>1 95.2 (98.4)</td>
<td>Meta-regression</td>
<td>0.363</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>High risk of bias</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1 55.7 (51.3 to 60.0)</td>
<td>Meta-regression</td>
<td>0.363</td>
<td>3.6</td>
<td></td>
</tr>
</tbody>
</table>

*Two studies did not report study period. n, number of studies.

---

**Definition of work absence and return to work**

Heitz et al proposed the inclusion of standardised measures of a range of work outcomes, to permit comparisons between studies. Although the methods for assessing absence were generally quite consistent, the definitions of absence that were used varied considerably. It has been noted that although absence would appear to be straightforward to measure, there are many and varied definitions of absence that relate to the absence episode (eg, new/current/past absence), duration (eg, calendar days, working days, compensated days, hours) and person (number taking absence, percentage absence). Hensing et al suggest five measures that should be included when recording absence in an attempt to introduce some consistency across studies: frequency of absence, length of absence, incidence rate, cumulative incidence, and duration of absence. Of the studies that were included in the current review, the majority of these measures were missing.

Variability in definitions was also found in measures of return to work and it is important to note that return to work does not equate to ‘full recovery’ or working at full capacity. Research into the measurement of return to work suggests that there are difficulties associated with reliability (particularly of self-reported status), and that the validity of measures should be examined as common measures of return to work lack information on sensitivity and specificity. Additionally, Anema et al urge caution when comparing return to work rates across countries as a result of differing systems of disability benefits and applied work interventions, which have been demonstrated to have an impact on the rates of absence.

In conclusion, this review has identified the important influence of research methodology when conducting studies with an occupational outcome. The observed heterogeneity demonstrates a need for more consistency in the definitions and measurement of both absence and return to work in order to
accurately relate the literature to the occupational burden in people with back pain. There has been a move within the back pain literature to standardise terminology, and this is beginning to transfer into the occupational health literature.39

Length and timing of follow-up

It has been proposed that the assessment of outcomes should take place at a common and clinically relevant time point and the findings of the current review would support this proposal.63 The studies included in this review varied considerably in terms of length of follow-up and timing of outcome measurements, which may have influenced findings regarding occurrence of work absence or return to work rates. Each study was allocated to a category relating to time-period of outcome up to 1 month, 1–6 months and 6 months or longer. These categories were selected to reflect the most common follow-up periods in the studies, and the potential for policy consequences, with no specific intervention being required for people (approximately 68% based on this review) who have returned to work within 1 month, while those who have not returned to work by 6 months (approximately 15%) may be eligible for state support in the form of benefits (eg, in the UK). While 1 month may be considered an arbitrary time point, those who have not returned to work at 1 month (estimated at 32%) are at a crucial point for intervention to prevent longer term absences and high costs associated with benefits, in addition to the adverse health, social and economic consequences for the individual.7 This group could be targeted for identification of obstacles to working with health conditions,69 with a move towards early screening for occupational factors associated with long-term back disability.70

Screening and targeting of risk factors for poor outcome has been demonstrated to be clinically and cost effective with regard to treatment for back pain, with a positive effect on work absence in addition to pain,71 but the method now needs to be more specifically applied to occupational risk factors of back pain in order to prevent long-term absence and promote return to work. At present there is insufficient evidence on prognostic factors, which means that we cannot yet accurately predict (at the start of work absence) who are likely to have a poor long-term outcome. There is currently little evidence to support a strategy in which early intervention is targeted only to those who need it. Therefore, the most effective and efficient approach may be a stepwise approach, in which more proactive intervention is offered to those still absent from work at a time after which current evidence indicates the majority have returned to work with no or minimal intervention. Intervening at an earlier stage risks being costly due to ‘treating’ people with back pain who are likely to return to work regardless. However, additional (randomised) research needs to take place to clarify if 1 month is indeed the most appropriate point at which to intervene in those who are absent from work, and which interventions are likely to be most cost effective.

CONCLUSIONS

In conclusion, this review summarises the evidence, from a wide range of settings and populations, on the proportion of workers with back pain who experience an episode of work absence, and the proportions who return to work in the short, medium and long term. Pooled estimates suggest high return to work rates in most studies, but also reveal wide variation in estimates of return to work partly explained by differences in study setting or study participation bias and in the methods used for measuring work absence and return to work. Further research should focus on addressing these methodological issues in addition to investigating the effectiveness and efficiency of screening and targeting individual-level risk factors in the estimated 32% of workers still absent from work at 1 month in order to prevent long-term work absence in an estimated 7% of workers with back pain.
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